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ABSTRACT: This paper presents a variant wave-scattering approach for physical system modeling and analysis that adopts duplexed wave signals to quantify the propagation, storage and dissipation of energy localized between and within system elements. This energetic perspective of wave-scattering techniques can exploit the relationship to bond graph methods to complement techniques in multiport modeling and analysis. Examples are presented that illustrate the use of wave-scattering methods for treating distributed-parameter effects, nonlinear effects, and switching effects in system models. Furthermore, the methods presented lay the groundwork for extending network analysis and synthesis methods to multi-energy domain and mixed lumped/distributed-parameter systems. Copyright © 1996 Published by Elsevier Science Ltd

1. Introduction

Energetic modeling of physical systems accounts for the flux, storage, and dissipation of energy, and employing such an approach has definite advantages in modeling a large class of systems. A case in point is the bond graph approach, which offers the added advantage of a well-formulated functional-graphical representation. The bond graph approach quantifies power flow between systems using a conjugate effort-flow pair, \((e, f)\). An attractive feature of this method is the use of physical structure of a model to assign causality on bond connections between elements. Numerous extensions and applications of bond graph methods are found in the literature and in many textbooks. The success and popularity of this method for physical modeling arises from the fundamental yet highly adaptable basis of the approach. Paynter (1) has recounted how the bond graph method arose from a comprehensive study of many methods for system analysis. One method that played a contributing role in formulating bond graph fundamentals was the wave-scattering approach.
This paper outlines the role that wave-scattering techniques can play in system modeling either alone or as a complementary method for analysis of subsystems. Recently, Paynter and Busch-Vishniac (2) reviewed fundamental physical and functional concepts underlying wave-scattering formalisms. Although implied, an explicit relationship to bond graph methods was not made in order to establish the scattering approach independently. Actually, Paynter had earlier discussed the role played by wave-scattering techniques on bond graph theory (3). Given the success of bond graph methods, however, one would be tempted to ask why and where a scattering formulation would be helpful. The formulation has, for the most part, remained confined to usage in circuit theory and physics. In these cases, the literature describing the use of scattering variables deals almost exclusively with linear systems. An exception is the extension for nonlinear systems suggested by Paynter and Busch-Vishniac, and further explored by Hogan (5).

The interest in scattering techniques continues to expand, as some of its most useful properties are exploited in different applications. Inspired by the work of Paynter and Busch-Vishniac, the relation between bond graphs and scattering methods was reported by Amara and Scavarda (6) and by Kamel and Dauphin-Tanguy (7). Following more closely the results from network theorists, Lilly and Anderson have also reported on the use of scattering variables in development of a modular approach for multi-robot control (8). The present paper endeavors to formulate a basis for continued work in wave-scattering approaches for generalized system modeling. An explicit connection to bond graphs is used to illustrate and in some cases clarify concepts under discussion. A goal of this paper is to present wave-scattering techniques that can be used to study linear or nonlinear, multi-energy representations of physical systems. Some examples are presented that illustrate when and how wave-scattering techniques can be useful.

II. Power Flow, Wave-scattering Variables, and Scattering Variables

The concept of power flux, taken from a continuum description, strictly refers to the product of a localized energy density and the rate by which this energy propagates. This concept is commonly used to account for the energy flux in media as governed by energy continuity principles, and is fundamental to an energetic modeling approach. In multiport system models, the exchange of energy between any two systems is accounted for by using macroscopic power flow quantities that, strictly speaking, are integrations of localized power flux across ports over a system surface. These fundamental notions underly the application of most power flow analysis procedures, including the bond graph method which quantifies a power flow using effort-flow \((e, f)\) conjugate variables.

A wave-scattering approach for modeling physical systems is also based on energy continuity, but a particular power flow mode is bisected into opposing components, a representation fundamental to wave motion descriptions. So while applicable to problems where energy is localized in a continuum, wave-scattering techniques employ a systems perspective that is attractive for studying lumped-parameter
systems as well. In a wave-scattering representation, a single component of power flow, $P$, is composed of forepower, $\overrightarrow{P}$, and backpower, $\overrightarrow{P}$, flows such that $P = \overrightarrow{P} - \overrightarrow{P}$. Each of these bilateral power flows represent the integration at a port of a scattering flux, which is defined as the product of a local scattering density and the local velocity of energy propagation. Employing this basis, we quantify the bilateral power flows using wave-scattering variables,

$$\overrightarrow{P} = \frac{1}{2} \overrightarrow{w}^2, \quad \overrightarrow{P} = \frac{1}{2} \overrightarrow{w}^2,$$

where, $\overrightarrow{w}$ is a fore-directed wave-scattering variable, or forewave, and $\overrightarrow{w}$ is a back-directed wave-scattering variable, or backwave. These variables have units of root-power, and can be graphically represented using a single power bond or by using duplex signal bonds; viz.,

$$\overrightarrow{w} \quad \overrightarrow{w} \quad \equiv \quad \overrightarrow{w}$$

The net power flow is considered positive in the fore-direction, and a factorization of the net power yields,

$$P = \overrightarrow{P} - \overrightarrow{P} = \frac{\overrightarrow{w}^2}{2} - \frac{\overrightarrow{w}^2}{2} = \frac{\overrightarrow{w}^2}{\sqrt{2}} (\overrightarrow{w} + \overrightarrow{w}) \cdot \frac{1}{\sqrt{2}} (\overrightarrow{w} - \overrightarrow{w}) = e \cdot f,$$

which expresses the relationship between wave-scattering variables and the normalized (or scaled) effort, $e$, and flow, $f$, variables. Equation (2) relates homogeneous (in a unit basis sense) root-power conjugate variables $(e, f)$ to the wave-scattering variables $(\overrightarrow{w}, \overrightarrow{w})$. This power factorization also reveals that the normalization by $\sqrt{2}$ commonly used in classical scattering representations (11–13) has a fundamentally physical basis. Note that the $(e, f)$ pair is related to non-normalized (un-scaled) effort and flow variables $(e', f')$ by a normalizing resistance (or impedance), $e = e' / \sqrt{R_o}$ and $f = \sqrt{R_o} f'$, where the $(e', f')$ variables have physical units. The normalization by $R_o$ will be discussed further in a later section.

To describe multiport system representations, scattering variables are defined at each port of the system or element. The scattering variables at a port are the inwave, $u$, and the outwave, $v$, and are distinguished from wave-scattering variables defined to quantify power flow between systems (e.g., on bonds). Scattering variables always adopt the convention that power is positive into a system such that $P_{in} = u^2/2 - v^2/2$. These definitions are illustrated in Fig. 1(a) and (b), and illustrated further by the coupling of two systems in (b).

While the “sense” of each wave-scattering variable is imposed arbitrarily, the scattering variables at the port of a system are defined uniquely. Thus $v$ is causally dependent on $u$ and there is no need to make causal assignments in a scattering

---

1 The square of the wave-scattering variable is adopted based on the relation between the scattering flux and the scattering density (9).
representation. In the following section, a discussion of the measurement of scattering variables is presented, followed by the specification of boundary conditions using scattering forms.

III. Physical Measurability of a Scattering Variable

Physical measurement provides insight and is often essential to modeling complex systems. It is possible to characterize a multiport system using scattering variables, and in this section the measurability of these variables is examined. Typically, we are concerned with sensors that provide information on effort or flow variables. Further, voltage (effort) and current (flow) measures are basic to most instruments used in a laboratory. In order to characterize either the inwave or outwave scattering variables of a system, a measure of these quantities is required. In certain energy domains, for example optical, direct power measures are available. For example, radiometry quantifies electromagnetic radiation using transducers that directly measure power flow. Indeed, the concept of effort or flow variables are not typically defined in the study of optical systems, where the use of wave-scattering and scattering variables is a natural choice.

To show how scattering variables can be obtained from available instruments and transducers, we examine a circuit suggested by Carlin and Giordano (11) and illustrated in Fig. 2(a). In this electrical circuit, the measurement of voltage $V_m$ using an ideal instrument yields a quantity proportional to the incident, or inwave, scattering variable $u$ at the port of system S (Fig. 2(b)).

This measurement can be generalized by developing an equivalent bond graph that reveals a structure for realizing similar experimental setups in any energy domain. In Fig. 2(b), $F$ is a flow source model of the ideal voltage measurement of $V_m$. Further, the boxed subsystem in Fig. 2(b) can be replaced by the equivalent gyrator (of modulus $R_o/m$) in Fig. 2(c). The current, $I$, is now gyrated into a voltage proportional to the root-power homogeneous variable, $f(t)$, directly. Then, using conventional measurement instrumentation this circuit sums voltages,

$$\frac{1}{m} V + \frac{R_o}{m} I = V_m = \frac{\sqrt{2} \cdot R_o}{m} u.$$  

This measured voltage yields $u$ as follows,
Fig. 2. (a) Electrical circuit for measuring an electrical voltage signal proportional to the incident scattering variable, $u$, for a system $S$. (b) Equivalent bond graph of measurement circuit. (c) Simplified $f(t)$-measurement bond graph.

$$u = \frac{1}{\sqrt{2}} \left[ \frac{V}{\sqrt{R_o}} + \sqrt{R_o} \cdot I \right] = \frac{1}{\sqrt{2}} [e(t) + f(t)].$$

Note that in this measurement, the second term is added at the "1-junction" to the $e(t)$ term to get $u$. For the reflected variable $v$, this term is subtracted at the 1-junction with a sign change. As for any measurement, the practicality of this approach for measuring scattering variables $(u, v)$ relies on minimizing loading errors, which depend on the variables $m$ and $R_o$. But aside from suggesting a practical measurement of scattering variables and scattering relations for systems, this example demonstrates the physical basis for wave-scattering formulations. Lastly, this measurement technique illustrates the re-factoring of the effort-flow variables into a set of scattering variables that are directly related to energy-flux.

IV. Specifying Sources and Boundary Conditions

As stated earlier, both wave-scattering and bond graph representations characterize power flow in a system. These methods incorporate energy conservation and can be used to model the interaction of systems from various energy domains. Sources and boundary conditions in a bond graph are specified in terms of efforts, $E(t)$, and flows, $F(t)$, attached to a system via a power bond. In a bond graph, these specifications are convenient since sources and boundary conditions are typically given in terms of forces, velocities, or impedances. In a wave-scattering formulation, we can make use of these specifications by employing the fundamental relationship between these variable descriptions (see equation (2)). The introduction of sources of effort or flow can be interpreted as four scattering sources as shown in Figs 3(a) and (b). These combinations arise because the forewave, $\vec{w}$, defines a sign convention. Thus, equations for the wave-scattering sources are as summarized in Table I.
TABLE I. Wave-scattering Source Equations

<table>
<thead>
<tr>
<th></th>
<th>Effort Source</th>
<th>Flow Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>Left Source</td>
<td>$E(t)$</td>
<td>$F(t)$</td>
</tr>
<tr>
<td>$\bar{w} = \sqrt{2} \cdot E(t) - \bar{w}$</td>
<td>$\bar{w} = +\sqrt{2} \cdot F(t) + \bar{w}$</td>
<td></td>
</tr>
<tr>
<td>Right Source</td>
<td>$E(t)$</td>
<td>$F(t)$</td>
</tr>
<tr>
<td>$\bar{w} = \sqrt{2} \cdot E(t) - \bar{w}$</td>
<td>$\bar{w} = -\sqrt{2} \cdot F(t) + \bar{w}$</td>
<td></td>
</tr>
</tbody>
</table>

Fig. 3. (a) A left source/boundary condition. (b) A right source/boundary condition.

With these results, scattering relations for ideal boundary conditions can be determined. For a mechanically rigid boundary, $F(t) = 0$, therefore $\bar{w} = \bar{w}$. Note, this makes sense since it shows that $\bar{w}/\bar{w} = 1$; the reflection coefficient for a rigid boundary. This is also analogous to an open electrical circuit condition or to a terminated fluid pipe. For a mechanically free boundary (or short-circuit), $E(t) = 0$, and we get the expected result that $\bar{w}/\bar{w} = -1$. Note that neither of these relations depend on the assumed sign convention adopted in Figs 3(a) or (b).

V. Scattering Formulations in Multiport Modeling

In this section, scattering multiport representations are developed. The linear scattering matrix has been a foundation of both theoretical and practical system analysis and synthesis in microwave and network theory (e.g., see (10)). In this section, scattering relations are developed for modeling general physical multiports. A dissipation function is introduced to classify systems, energetic capacitive and inertive multiports and non-energetic junction structures, including system interconnections, which are treated as system elements. The method presented here is suited to a wide class of systems where, for example, nonlinear non-energetic transformations may be required (14).

A generalized scattering (port) relation for a multiport system element is defined by (2),

$$v(t) = \Psi_s[u(t)],$$

(3)

where $u(t)$ and $v(t)$ are the inwave and outwave vectors, respectively, and $\Psi_s$ must be a realizable functional operator. This time-domain relation admits nonlinear formulations of $\Psi_s$ by default. If the system is linear, Eq. (3) reduces to the matrix equation,
v = S u, \hspace{1cm} (4)

where $S$ is the classical linear scattering matrix. For example, the one-port linear
scattering relation is, $v = S \cdot u$, which can be related to effort/flow variables by,

$$S = \frac{v}{u} = \frac{e - f}{e + f} = \frac{z - 1}{z + 1}$$ \hspace{1cm} (5)

with $z$ the normalized impedance $z = e/f = Z/R_0 = e'/f' \cdot R_0$. A similar relation
applies for $n$-port elements, and there exist relationships between the scattering
matrix and the immittance matrices (impedance, $Z$, and admittance, $Y$), except for
cases where the immittance matrices do not exist (e.g., ideal transformers).

5.1. A Dissipation Function from Thermodynamic Considerations

Consider a system described by the scattering relation of Eq. (3), rewritten in a
multiplicative form suggested by Hogan (5),

$$\Psi_s[u] = S(u) \cdot u. \hspace{1cm} (6)$$

The difference between the incident and reflected power for a multiport system can
be interpreted as entropy production, $\sigma$,

$$\overrightarrow{\mathcal{P}} - \overrightarrow{\mathcal{P}} = \frac{1}{2} u^\top u - \frac{1}{2} v^\top v = T \cdot f_s = \sigma. \hspace{1cm} (7)$$

where $T$ is absolute temperature and $f_s$ is entropy flow rate (see also (17)). We
define a dissipation function, $D(u)$, in the relation,

$$\frac{1}{2} u^\top u - \frac{1}{2} v^\top v = \frac{1}{2} u^\top \left( E - S(u)^\top S(u) \right) u = \frac{1}{2} u^\top D(u) u. \hspace{1cm} (8)$$

Here, $D(u) = [E - S(u)^\top S(u)]$, where $E$ is the identity matrix. This dissipation
function can now be used to define a conservative, or lossless, system as one in which
$\sigma = 0$, which implies $D(u) = 0 = [E - S(u)^\top S(u)]$, and that $S(u)$ is orthogonal.
The second law of thermodynamics will require that $D(u)$ be positive semidefinite
for any $u$. By introducing these concepts at this point in our discussion, we are able
to (a) suggest the extended use of scattering techniques for thermodynamic systems
modeling, and (b) present our basis for classifying systems and system elements.

5.2. Lossless scattering multiport elements

Scattering techniques have traditionally made use of representations for junctions and elements that can be pieced together to form system models (15,16). These building blocks are used in both analysis and synthesis, especially for systems where distinct elements having a specified constitutive behavior can be defined. The (normalized) scattering matrix has properties that restrict these defined elements and any system model to be physically realizable (2,12). As not all physical systems lend themselves to reticulation into elements and junctions, a more generally
applicable scattering operator forms the basis for our development. In this section, we examine lossless scattering multiport element descriptions. For these systems, the dissipation function is zero ($D = 0$), which implies that either energy is being stored in lossless elements, or that it passes through conservatively. In either case, the scattering operator is orthogonal.

Energy storing multiports. The flow of power at the port(s) of a lossless system is quantified using the scattering variables $u$ and $v$ such that the incident and reflected power (see Fig. 4; note the distinct port representation) are positive definite functions, i.e.,

$$\mathcal{P} = \vec{P} - \bar{\vec{P}} = \frac{u^2}{2} - \frac{v^2}{2}. \quad (9)$$

In this case, consider that the net power flow into the system will contribute to stored energy density, $\mathcal{P} = \mathcal{E}$, so that we can write,

$$\mathcal{E} = \int \mathcal{P} dt = \int \frac{1}{2}(u^2 - v^2) dt = \int \frac{1}{2}(u + v)(u - v) dt. \quad (10)$$

![Fig. 4. The bilateral flow of power at a system port.](image)

For a certain class of systems, it is useful to define a state variable, $x$, whose time rate of change is found to be related to either of the conjugate factors, $(u \pm v)$. Consequently, we can define two cases of interest,

$$\frac{dx}{dt} = \frac{1}{2}(u \pm v). \quad (11)$$

Presuming energy can be properly defined, it can be determined from,

$$\mathcal{E} = \int (u \mp v) dx = \int y dx, \quad (12)$$

where $y \equiv (u \mp v)$. This allows the energy to be quantified as a function of the variable, $x$, or $\mathcal{E} = \mathcal{E}(x)$, and $y$ is defined by,

$$y = \frac{\partial \mathcal{E}}{\partial x} = \Phi(x). \quad (13)$$
TABLE II Summary of Energy-storing One-port Capacitive and Inertive Elements

<table>
<thead>
<tr>
<th>Capacitive Element</th>
<th>State Equations</th>
<th>Inertive Element</th>
<th>State Equations</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \dot{w} = u )</td>
<td>( \dot{x} = -\frac{1}{2} \Phi(x) + u )</td>
<td>( \ddot{w} = u )</td>
<td>( \dot{v} = -\frac{1}{2} \Phi(x) + u )</td>
</tr>
<tr>
<td>( \ddot{w} = v )</td>
<td>( v = \Phi(x) - u )</td>
<td>( \ddot{v} = v )</td>
<td>( v = -\Phi(x) + u )</td>
</tr>
</tbody>
</table>

Wave-scattering bond graph

\( x \sim q \equiv \text{Hamiltonian displacement} \)

Wave-scattering bond graph

\( x \sim p \equiv \text{Hamiltonian momentum} \)

There is now a direct relationship to classical Hamiltonian variables, for if \( x \) is a displacement then \( T \) is potential energy and \( y \) is the derived effort. Likewise, if \( x \) is a momentum, \( T \) is kinetic energy and \( y \) is a derived flow.

The scattering of the inwave vector, \( u \), into an outwave vector, \( v \), occurs through the causal functional scattering relationship,

\[ v(t) = S[u(t)]. \quad (14) \]

For the (conservative) energy-storing system we have been discussing, two forms are possible. The relation,

\[ y = u \pm v = \Phi(x), \quad (15) \]

leads to two forms for the outwave; namely,

\[ \pm v = \Phi(x) - u. \quad (16) \]

Then, this expression can be used for \( v \) to rewrite the rate relation (or state equation) for \( x \) in terms of the inwave \( u \) and the (state) variable \( x \),

\[ \dot{x} = -\frac{1}{2} \Phi(x) + u. \quad (17) \]

These causal scattering relations represent explicit state variable formulations for the nonlinear functional operator form suggested by Paynter and Busch-Vishniac (Eq. (14)). Table II summarizes these relations which are interpreted as lumped capacitive and inertive elements. These scattering relations are applicable to an \( n \)-port multiport as well.

Consider the capacitive element with a linear relation \( \Phi(x) = \kappa \cdot x \), and \( \kappa \) a constant. Note that \( \Phi(x) \) must have units of root-power and for \( x \) to have units of generalized displacement, then \( \kappa = 1/C\sqrt{R_o} \). The linear state equations are,
\[
\dot{x} = -\frac{\kappa}{2} \cdot x + u
\]
\[
v = +\kappa \cdot x - u
\]

which gives \( x = u/(s + \kappa/2) \) so that,

\[
v = \frac{\kappa/2 - s}{\kappa/2 + s} u.
\]

This linear scattering relation represents a linear lumped capacitive element. Further, if \( \kappa = 2 \), then the generalized displacement \( q = 2x \) for a unit capacitance, \( C = 1 \). An identical result occurs for the inertive element with a generalized momentum \( p = 2x \) for a unit inertance, \( I = 1 \). Note that the sign in Eq. (15) defining the variable \( y \) carries over into the linear scattering relations for the single-port \( C \) and \( I \) elements. These relations are identical except for sign; that is, for a unit lumped energy-storing element the linear scattering relation is given by,

\[
S_E = \pm \frac{1 - s}{1 + s}.
\]

where the \( + \) refers to the capacitive element \( C \) and a \( - \) refers to the inertive element \( I \). This binary nature of ideal energy-storing elements will be explored further in a section below on uniform transmission lines.

**Non-Energetic Multiports.** Birkhoff (18) adopted the term *non-energetic* to define a lossless dynamical system that stores no energy or for which stored energy is constant (i.e., \( \dot{E} = 0 \)). Representations of this type are ubiquitous in physical system modeling and are used to describe ideal interconnections or junction structure. A scheme proposed by Paynter (3, 19) is presented here to classify non-energetic structures based on properties of their scattering representation. The classification scheme depends on the properties of the scattering matrix, \( S(u) \), which is orthogonal for a lossless system. Symmetric junction structures classified as Kron-Kirchhoff structures can include common effort and flow junctions and transformer elements. A general junction structure, which permits asymmetry in the scattering matrix, is classified as a Birkhoff-Tellegen structure, ascribed to Birkhoff who identified the need for a *gyroscopic particle* in the description of a non-energetic (and Lagrangian) dynamical system (see (18), p. 24), and to Tellegen (20) for development of the gyrator as a network element and satisfying the need for a gyrator-like element in synthesis.

Table III summarizes the non-energetic multiport concept and classification. Detailed developments can be found in the literature. The Birkhoff-Tellegen structures are derived by considering any \( n \)-port representation and applying orthogonality. For the 2-port case, the condition of orthogonality on a non-energetic multiport leads to transformer and gyrator representations. In the general case, these are *in-wave* modulated device models. If constrained to be symmetric and with constant

---

2 As an aside, Tellegen recognized that Thomson and Tait and others had identified a need for gyroscopic terms in certain mechanics problems. However, it is Birkhoff and Tellegen's adaptations which have found more general application and are of direct relevance to modern multiport representations.
elements, a scattering matrix for three or more ports defines the ideal junction elements. These special cases have been discussed in the literature (2) and are summarized in Appendix A. For the classical electrical network perspective, the reader is referred to Shekel (15,16) who describes the junction matrix concept and its use in scattering matrix representations for electrical systems.

The non-energetic scattering matrix properties are useful in classifying the junction structure required in certain applications. For example, analysis of linear passive systems must only consider Kron-Kirchhoff structures, but linear multiport synthesis of passive systems requires Birkhoff-Tellegen structures (11,12,21) to assure generality. Modeling of mechanical mechanisms, electric machines, and other systems involve energy transformations described, generally, by modulated structures. In particular, the seminal work of Karnopp (14) examines the crucial role of these structures in physical modeling by using bond graphs. Karnopp details the description of conservative devices that store no energy, a class of system earlier described by Birkhoff (18) as non-energetic and Lagrangian.

5.3. Dissipative multiports

Nonconservative effects are represented by dissipative multiports that represent an irreversible conversion to thermal energy and provide for modeling of the non-isothermal effects present in a system. The inherent entropy production is quantified using the constitutive behavior of the dissipative element, commonly specified in terms of effort and flow variables either in resistive $e = \Phi_R(f)$ or conductive $f = \Phi_R^{-1}(e)$ form. To derive a scattering formulation, the constitutive relation can be transformed into one relating scattering variables $u$ and $v$. This transformation is straightforward if the constitutive relation $\Phi_R(\cdot)$ is linear. The linear scattering relation is then, $S_R = (r - 1)/(r + 1) \equiv \gamma$, where $r = R/R_n$, and $R$ is the linear resistance.
To model any nonlinear single-port, Paynter and Busch-Vishniac (2) have suggested using a modulated transformer loaded by a single-port linear element. Figure 5 illustrates this approach for modeling a nonlinear resistive element using conventional and wave-scattering bond graphs. To derive the scattering relation for this nonlinear resistance, a cascade-load relationship is used in the form (12),

$$S_{TR} = \Sigma_{11} + \Sigma_{12}(\mathbf{E}_m - S_l \Sigma_{22})^{-1}S_l \Sigma_{21},$$

where the $\Sigma_{ij}$ represent components of the partitioned scattering matrix for the coupling (i.e., transformer) system. In this case, these components are the four scalar values of the scattering matrix for an ideal modulated transformer (see Appendix A),

$$S_T = \begin{bmatrix} \alpha & \sqrt{1 - \alpha^2} \\ \sqrt{1 - \alpha^2} & -\alpha \end{bmatrix} = \begin{bmatrix} \Sigma_{11} & \Sigma_{12} \\ \Sigma_{21} & \Sigma_{22} \end{bmatrix}.$$

Using Eq. (21), the scattering relationship at the input to the transformer becomes, $S_{TR} = (\alpha + \gamma)/(1 + \alpha \cdot \gamma)$. If the resistance is matched so that $r = 1$, then $\gamma = 0$, and $S_{TR} = \alpha$. The nonlinearity is incorporated into this coefficient, $\alpha$, which is generally modulated by the inwave $u_1$ or, $\alpha = \alpha(u_1)$. The nonlinear scattering relationship for this dissipative element is then given by, $v_1 = \alpha(u_1)$. The restriction on a resistive element that power dissipated be positive semidefinite is expressed,

$$P_d = \overline{V}^T - \overline{P}^T = u_1^2/2 - v_1^2/2 = u_1^2 \cdot \left[1 - \alpha^2\right]/2 \geq 0,$$

so that $\alpha(u_1) \leq \pm 1$.

The modulated T-R combination can be used to represent an $n$-port dissipative element as well. This requires coupling a Kron-Kirchhoff structure with $n$ inputs and $n_l$ outputs (an $n \times n_l$), to an $n_l$-port linear resistance as shown in Fig. 6. The structure of this model is similar to the OR-junction proposed by Auslander (23,24) to model lossy junctions. In this model, however, the nonlinear scattering relations are synthesized using the modulated-transformer coupling structure. Figure 6 shows a scattering bond graph for a lossy junction in a piping network modeled using this method.

A final comment on the cascade-loaded and modulated transformer structure is motivated after an observation by Newcomb (12). Newcomb points out that modulation of a single-port energy storing element could be undesirable in some cases, specifically because if the modulus $m$ became zero after some energy was
stored and remained so thereafter, then the functionality of this element could be compromised; i.e., it would seem to model a dissipative rather than a lossless process. It is not too difficult, however, to envision where such a situation might actually be needed, such as in modeling decoupling of systems through a clutch (or switch) or for analyzing the effect of “wave traps” that absorb incoming waves. In this way, modulated coupling elements are fundamental for representing power dissipation.

5.4. The uniform uni-power transmission line

The wave-scattering approach was earlier related in this paper to concepts of energy-flux and wave-power propagation at a field continuum level. However, the emphasis up to this point has been on lumped-parameter multiport representations. An alternative introduction to scattering representations can be derived by considering the field or continuum basis, and such an approach is the topic of a related paper (9). We can, however, incorporate distributed-parameter effects in our system models by introducing in the present discussion a uniform “line” element, or “U-line” (25). A U-line represents a passive transmitter of (single or uni-) power with uniformly distributed properties. A one-dimensional lossless U-line storing both kinetic and potential energy is a wavelike transmitter governed by the wave equation and will be referred to as a W-line. Similarly, a one-dimensional lossy U-line for representing diffusive power propagation can be referred to as an H-line. The description of these line models can be developed directly from lumped-parameter representations as shown by Paynter (22) and Beaman and Paynter (25). As an example, consider a two-port wave-scattering bond graph element for a W-line as,
with the $W$ symbol conveying the *wavelike* nature of the power propagated in the system represented by this basic element. The use of a "symmetric" symbol, $W$, also refers to the time-domain scattering representation for this basic element which is symmetric (see Appendix B),

$$
\begin{bmatrix}
\tilde{w}_1(t) \\
\tilde{w}_2(t)
\end{bmatrix}
= 
\begin{bmatrix}
\tilde{w}_2(t - T) \\
\tilde{w}_1(t - T)
\end{bmatrix}.
$$

(23)

The $W$-line is a primitive element in modeling, analysis and synthesis. For example, a *lumped* capacitive element is often considered the limiting form of a *transmission line* (or lossless $W$-line) that has one end "open", while a *lumped* inertive element is a limiting form of a uniform transmission line that has one end "shorted." It is now possible to interpret the *binary nature* of these basic lumped elements discussed in Section 5.2. Representing these dual elements by a lossless $W$-line, we see that the boundary conditions on the end will define the sign of a reflected wave. Thus, if attached to a mechanically rigid boundary (open-circuit) which has a reflection coefficient of $+1$, this "element" corresponds to the capacitive model. If the $W$-line is free at the end (short-circuit), the reflection coefficient is $-1$, and the element corresponds to a lumped inertive element.

In modeling a system with distributed-parameter effects, an advantage of the $U$-line (and its specialized cases) is its capacity to represent localized behavior at a physical point of interest. This *localization* requires that the line be split, and attention must be given to ensuring that the segments are commensurate. If a system includes interacting $U$-lines of different length and characteristic impedance, each line must be partitioned so that all elemental segments are commensurate (27). Use of the $U$-line as a building block to describe *nonuniform* transmission lines or other *lossy* line models is discussed further by Paynter and Ezekiel (27) and is a topic of work in progress by the author (9).

Before closing this discussion on line models, we emphasize that the lossless $W$-line has formed and continues to be used as the basis for analysis and synthesis techniques in many areas. The role of the *unit element* in network theory, and specifically in the synthesis problem, is comprehensively reviewed by Carlin (26), who emphasizes a scattering approach. Analysis using transmission lines is found in a growing literature base, particularly in transient analysis of power systems, microwave networks, and fluid power systems. Many modeling and simulation techniques for networks or general physical systems have been developed using the transmission line as a basic element. The field is quite mature and an extensive review would detract from the present scope. Reference is made, however, to work beginning in the 1950s by electrical power system analysts who by the late 1960s were modeling and simulating interacting transmission lines and lumped linear and nonlinear elements. A sample of this work includes Barthold and Carter (28), McElroy and Porter (29), and Arismunandar *et al.* (30). These studies are of particular interest because of their influence on the work of Auslander (23, 24) who used wave-scattering formulations for transmission lines and lumped elements in combination with bond graphs beginning in the mid-1960s. Auslander's D-bond approach was applied to simulate systems with interacting (linear or nonlinear)
lumped elements and transmission lines, and inspired follow-on studies by Tsai and others (31–33). As an aside, the TLM (transmission-line modeling) method, credited to Johns (34), has similar attributes and has been advanced in the literature in recent years.

VI. Examples of Wave-scattering Usage

This section presents some example uses of a wave-scattering approach, focusing on certain aspects of each problem that motivate or benefit from this methodology. The intent is to illustrate how scattering techniques can be applied in a wide class of physical problems, including systems with nonlinearity.

6.1. Interacting lumped and distributed parameter systems

There exist many practical and theoretical obstacles in developing models of systems composed of components classified as *lumped* interacting with components having *distributed* parameter effects. Difficulties arise particularly when nonlinearities exist in the lumped elements, such as in hydraulic systems where fluid lines interact with nonlinear system elements (valves, motors, etc.). In the example that follows, the intent was to illustrate the merging of scattering techniques with the state space methods which are prevalent in modern system analysis. A relatively simple system was selected to demonstrate these concepts and is illustrated in Fig. 7(a). This system consists of a tendon or cable, a one-dimensional transmission line, interacting with components best described as lumped elements. Although these lumped elements were treated with linear constitutive relations in this example, including nonlinear effects would offer no difficulty to the present analysis.

The analysis of this system was conducted in two ways, one by making a lumped approximation and another using an *exact* (time-domain) scattering representation to account for the distributed nature of the tendon. These two approaches are illustrated by the bond graphs of Figs 7(b) and (c). The tendon is represented by a lumped H-model in (b) and by a lossless W-line in (c). Analysis using the H-model proceeds in a conventional manner (with effort-flow variables). To analyze the system with the W-line, we develop the wave-scattering bond graph illustrated in Fig. 8. The parameters on the lumped elements are defined as, $\mu = m_d / \sqrt{Z_c}$ and $\kappa = K_d / \sqrt{Z_c}$, where $Z_c$ is the characteristic impedance of the tendon. Also, note that the power flow on bond 4 is zero and has no effect for the present analysis. The scattering equations for this system are coupled to *state* equations for the mass momentum, $p$, and the spring displacement, $q$. From the bond graph, these state equations can be derived in terms of wave-scattering variables as,

\[
\dot{\hat{p}} = \frac{1}{\sqrt{2}} \left[ (\tilde{w}_2 \pm \tilde{w}_2) - (\tilde{w}_3 - \tilde{w}_3) \right]
\]

\[
\dot{\hat{q}} = \frac{1}{\sqrt{2}} \left[ (\tilde{w}_3 - \tilde{w}_3) \right]
\]
Fig. 7. (a) Illustrative problem with interacting lumped and distributed parameter elements: a tendon-mass-spring system. (b) A bond graph with a Π-model lumped parameter approximation for the tendon. (c) A bond graph with a W-line representation for the tendon.

Fig. 8. A wave-scattering bond graph of the tendon-mass-spring system.

The W-line treatment with scattering variables leads to compact difference equations in the time-domain that are evaluated in conjunction with a numerical integration of the state equations for \( p \) and \( q \). The system (scattering) equations are:

\[
\begin{align*}
\bar{w}_1(t) &= \sqrt{2} \cdot F(t) - \bar{w}_2(t - T) \\
\bar{w}_1(t) &= \bar{w}_2(t - T) \\
\bar{w}_2(t) &= \bar{w}_1(t - T) \\
\bar{w}_2(t) &= -\frac{\sqrt{2}}{\mu} \cdot p + \bar{w}_1(t - T) \\
\bar{w}_3(t) &= \frac{1}{\sqrt{2}} \left[ +\frac{1}{\mu} \cdot p + \kappa \cdot q \right] \\
\bar{w}_3(t) &= \frac{1}{\sqrt{2}} \left[ -\frac{1}{\mu} \cdot p + \kappa \cdot q \right]
\end{align*}
\]
where \( F(t) = F_i(t)/\sqrt{Z_0} \), is the normalized force. A step force was applied at the end of the tendon as indicated in Fig. 7(a). For this forcing, and with the tendon unstretched at \( t = 0 \), the displacement time-histories of the lumped mass (or spring) as predicted by the two models are contrasted in Fig. 9. For this problem, it is evident that the \( \Pi \) model approximation deviates from the result found using the W-line model, which more accurately represents the tendon dynamics. The decision to ignore distributed effects in a system often relies on whether the lowest wavelength of a disturbance is larger than a characteristic length of the system (e.g., \( L \)). This rule works well when the wave transmission occurs in an isolated element or under periodic forcing. When the distributed element is part of a larger system the usefulness of this criterion is not certain.

Fig. 9. A comparison of results from a scattering simulation with a W-line model of a tendon versus results for a \( \Pi \)-model for the tendon.

6.2. Examples of scattering interfaces

In this section, we examine the use of wave-scattering formulations to model physical interfaces that transmit, reflect, and/or absorb power. These physical elements are classified here as scattering interfaces, and this classification includes, as examples, frictional couplings (e.g., clutching systems) and electrical switches. Clearly not an exhaustive set, these examples exemplify elements of a system that
are often the source of difficulties in modeling and analysis. Scattering interfaces commonly introduce impedance changes that may not have been anticipated. In the case of a switching-type mechanism, for example, these effects can introduce significant changes in the topological structure of a system model. In the following, it will be shown that a wave-scattering formulation can provide insight into the modeling of these mechanisms, alleviating problems that can arise in simulation or with topological changes. In addition, a wave-scattering approach is particularly suited for treating such systems, especially when there is a significant level of wave-like energy propagating through these elements.

**Frictional interface.** To illustrate a wave-scattering representation for an interface mechanism, the frictional coupling of two elastic bodies experiencing shear motion is examined here. Murty (35) explored a case where the resistance to sliding in such an interface was linearly related to the relative velocity of the two surfaces. This problem was later investigated by Miller (36) who considered the case where there was nonlinear Coulomb friction at the interface of two elastic solid media. In both of these problems wave-like energy encounters an interface. While this is a common problem in wave propagation studies, frictional sliding, particularly the nonlinear case treated by Miller, is not easily dealt with. Further, the procedure for introducing such a sub-model into a more complex multiport system is not well established.

The general problem is interpreted here as shown in Fig. 10(a), where the sliding interface is modeled using a nonlinear resistive element represented by a modulated T-R element. For this problem, the resistive termination on the right side is matched so there is no wave incident from the right. Miller assumed that the incident wave from the left, the forewave \( \tilde{w}_1 \), was specified and he sought expressions for the reflection and transmission coefficients. The graph in Fig. 10(b) plots the coefficients of transmission (related to the scattering coefficient, \( s_{12} \)), reflection (related to \( s_{11} \)), and an absorption coefficient (related to dissipation) derived by Miller using equivalent linearization.

Both Murty and Miller were concerned with this scattering of energy for geophysical applications, but we can interpret these results so that they have direct bearing to problems in other areas. In particular, these results can be adapted to model and analyze clutches, where the parameter \( \tau_s \), which Miller called a "slip stress", governs the scattering coefficients, and the point called the "break-loose" frequency. These effects are controllable, and Fig. 10(b) indicates how the clutch "bandwidth" would depend on \( \tau_s \). For example, the interface will remain bonded (\( s_{12} \approx 1 \)) as long as the boundary stress is less than this slip stress. If \( \tau_s \) is decreased (easing the engagement of the clutch), the bandwidth of reflected wave power will increase and the transmitted power will be confined to a decreasing frequency band. While the results shown are for a linearized clutching process, the general model in Fig. 10(a) can represent the nonlinear form. Extensions of this representation would include thermal effects as well. Further, a modeling perspective in scattering terms allows us to couple these representations with distributed-parameter elements in a larger system model. This preliminary study of the frictional interface problem from a scattering perspective influenced the following study.
Generalized Switching Models. The study of the frictional interface problem and, in particular, the modulation of the scattering coefficients suggests a scattering representation for the general problem of switching in systems. From a bond graph perspective, Karnopp (38,39) presented specific models for different physical switching devices and discussed simulation techniques as well. More recently, these problems have been reexamined in the bond graph literature. At issue are methods for reconciling the functionality of a switch with its physical basis, and with the overall effect on the topological structure of a system (40,41).

Any controlled interface will have one or more parameters, such as the slip stress, which modulate the power flow. From the interface example above, this modulated power flow can be quantified within scattering coefficients to model the switching function. Hence, a scattering representation of a switch can incorporate the physical aspects of the switch with an inherent causal and topological structure. Consequently, changes in the system resulting from switching are accounted for in a wave-scattering formulation of the system. The "on-off" behavior is directly handled by the scattering coefficients, which can be modulated by a controlling parameter, inwave scattering variables, or both.

To illustrate the application of scattering formulations to switching problems, consider the idealized circuit of Fig. 11(a), where $L_1$ is an inductive store that is to deliver energy to $L_2$ when the switch is opened. A general two-port switching subsystem, $S_{sw}$, is used in the model of Fig. 11(b). For ideal switching, this switching
subsystem has the scattering matrix,

$$S_{sw} = \begin{bmatrix} (1-x) & x \\ x & (1-x) \end{bmatrix}.$$  \hspace{1cm} (24)

with $x = 1$ for "on", and $x = 0$ for "off". This formulation satisfies the switch functionality using Boolean variables, but the dissipation function $D$ is zero. As is well known, however, physical switches are dissipative. Woodson and Weldon (37), for example, used an energy approach to study the circuit of Fig. 11 and quantified the amount of energy that must be absorbed by the switching mechanism when current is switched from $L_1$ to $L_2$ (representing the inductance of a railgun). Similarly, we can synthesize a dissipative switching model by introducing a resistive element and an appropriate structure for the system of interest. The resistive element is generally nonlinear for modeling switching, so a modulated T-R combination is adopted here.

Table IV contrasts two basic switching models represented using a wave-scattering bond graph. Also in this table, scattering matrices are given that relate the wave-scattering variables at the two ports in the form,

$$\begin{bmatrix} \tilde{w}_1 \\ \tilde{w}_2 \end{bmatrix} = S_{sw} \cdot \begin{bmatrix} \tilde{w}'_1 \\ \tilde{w}'_2 \end{bmatrix}.$$  \hspace{1cm} (25)

The scattering matrix for the switching subsystems, $S_{sw}$, in each of these models is derived by coupling the scattering relation for the modulated T-R element to one port of a three port non-energetic junction. The results given consider the resistive element in the switch to be matched so that $\tilde{w}_3 = \alpha \cdot \tilde{w}_3$. The value of $\alpha$ is restricted to lie between -1 and 1 in this case, and generally it can be a function of the inwaves; i.e., for the switching scattering matrix, $\alpha = \alpha(\tilde{w}_1, \tilde{w}_2)$. Note that at the extreme values of $\alpha$, the switching approaches the ideal switching case, while for $-1 < \alpha < 1$, the switch is dissipative. For system A,

$$D = E - S_{sw}^T \cdot S_{sw} = \frac{4 \cdot (1 - \alpha^2)}{(\alpha + 3)^2} \begin{pmatrix} 1 & 1 \\ 1 & 1 \end{pmatrix}$$  \hspace{1cm} (26)

clearly showing this switching model is dissipative for the given restrictions on $\alpha$. Since $D$ is related to losses, this relation implies a method for synthesizing the $\alpha$ functions. Finally, in addition to $\alpha$ being modulated by the inwaves, the quantity
TABLE IV. Basic Wave-scattering Switch Models

<table>
<thead>
<tr>
<th>Circuit Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>System A</strong></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>System B</strong></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wave-Scattering Bond Graph Model</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>R</strong></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>T : α</strong> -</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sₐ</strong> - 0</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Sₙw</strong></th>
</tr>
</thead>
</table>
| \[
\frac{1}{3+α} \begin{bmatrix}
α - 1 & 2 \cdot (α + 1) \\
2 \cdot (α + 1) & α - 1
\end{bmatrix}
\] |

| **R**  |

<table>
<thead>
<tr>
<th><strong>T : α</strong> -</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sₙ</strong> - 1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Sₙw</strong></th>
</tr>
</thead>
</table>
| \[
\frac{1}{3-α} \begin{bmatrix}
α + 1 & 2 \cdot (α - 1) \\
2 \cdot (α - 1) & α + 1
\end{bmatrix}
\] |

governing the resistive element, \( γ = (r - 1)/(r + 1) \) can be varied so as to adjust the dissipative characteristics of the switch.

**VII. Conclusion**

A wave-scattering description of multiport systems is based on fundamental energy continuity principles, with power flows bisected into opposing components and quantified by variables related to the underlying energy-flux. The focus of this paper has been to consider this physical and energetic basis of wave-scattering techniques in describing the propagation, storage, and dissipation of energy in systems. Because of an explicit relationship explored in this paper, it is convenient (although not necessary) to employ bond graph descriptions when describing scattering formulations.

We demonstrated the use of a dissipation function in classifying systems and for laying the groundwork for wave-scattering descriptions of thermodynamic systems. In this paper, the dissipation function was used to organize the presentation of scattering formulations of multiport system elements. Specific formulations for nonlinear scattering representations of energy-storing elements were presented, including nonlinear state space descriptions consistent with other approaches such
as the bond graph method. In addition, non-energetic and dissipative scattering multiport models were examined.

An example was presented to demonstrate how wave-scattering methods can be used to model and analyze systems with interacting lumped and distributed elements. A companion paper under preparation by this author extends the use of the line elements presented here to show how wave-scattering representations are useful in modeling more complex distributed-parameter systems.

We introduced the concept of a scattering interface for analyzing practical physical problems such as frictional coupling. The approach was used to suggest a scattering approach for generalized switching problems. The idea of using a scattering approach is particularly useful when dealing with switching because changes in the functional as well as causal and topological aspects of a system can be incorporated. Some fundamental results in this area were presented, suggesting continued development of scattering representations for modeling switching and switching systems.
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APPENDIX A: Summary of Non-energetic Elements

The table below summarizes the scattering representations for the two-port and (symmetric) n-port non-energetic system representations. The general modulus, $m$, for the transformer coupling element implies, $e_1 = m \cdot e_2$ and $f_2 = m \cdot f_1$, while for the gyrator: $e_1 = m \cdot f_2$ and $e_2 = m \cdot f_1$. Note also that the scattering matrix for the symmetric n-port non-energetic element is a circulant matrix.

### Table A.1

<table>
<thead>
<tr>
<th>Two-Port (Coupling) Elements</th>
<th>n-Port (Junction) Element</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\begin{pmatrix} u_1 &amp; u_2 \ v_1 &amp; v_2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} 2 \ 1 \end{pmatrix}$</td>
</tr>
<tr>
<td>$\begin{pmatrix} \bar{u}_1 &amp; \bar{u}_2 \ \bar{v}_1 &amp; \bar{v}_2 \end{pmatrix}$</td>
<td>$\begin{pmatrix} \cdots \end{pmatrix}$</td>
</tr>
</tbody>
</table>

**Transformer**

$\begin{pmatrix} \bar{u}_1 & \bar{u}_2 \\ \bar{v}_1 & \bar{v}_2 \end{pmatrix}$

$v_1 = u_1 + \sqrt{1 - \alpha^2} \cdot u_2$

$v_2 = -\sqrt{1 - \alpha^2} \cdot u_1 + \alpha \cdot u_2$

**Gyrator**

$\begin{pmatrix} \bar{u}_1 & \bar{u}_2 \\ \bar{v}_1 & \bar{v}_2 \end{pmatrix}$

$v_1 = u_1 + \sqrt{1 - \alpha^2} \cdot u_2$

$v_2 = -\sqrt{1 - \alpha^2} \cdot u_1 + \alpha \cdot u_2$

### Modulus of Coupling Elements

$m = \sqrt{\frac{1 - \alpha^2}{1 - \alpha}}$ or $m^2 = \frac{1 + \alpha}{1 - \alpha}$

Symmetric case: $n \times n$ S-matrix. S-matrix elements are constant with:

- diagonal elements given by,
  
  $a = -(1)^J \cdot \left[1 - \frac{2}{n}\right]$,

- and off-diagonal elements given by,
  
  $b = -(1)^J \cdot \frac{2}{n}$,

where,

$J = 0$ (common effort junction), and

$J = 1$ (common flow junction).
APPENDIX B: The Lossless W-Line Element

A U-line can be considered as the limit of an infinite number of cascaded microelements. If we consider either a Π-model or a T-model as this microelement, the classical s-domain transmission-line matrix results (see Paynter (22), pp. 260-261). This matrix relates effort and flow variables at the two ports of a line of length, L, and is given by,

\[
\begin{bmatrix}
  e_2 \\
  f_2
\end{bmatrix}
= \begin{bmatrix}
  \cosh(\Gamma \cdot L) & -Z_c \sinh(\Gamma \cdot L) \\
  -Y_c \sinh(\Gamma \cdot L) & \cosh(\Gamma \cdot L)
\end{bmatrix}
\begin{bmatrix}
  e_1 \\
  f_1
\end{bmatrix}.
\]  

(27)

Consider here a lossless uniform line where \( \Gamma = \sqrt{Z_l \cdot Y_l} \) is the propagation operator and \( Z_c = \sqrt{Z_l / Y_l} \) is the characteristic impedance, with \( Z_l \) and \( Y_l \) the per unit length series impedance and shunt admittance, respectively. The scattering relationship is then found by rewriting the hyperbolic functions as equivalent exponential functions, and then transforming the W-line wave matrix, \( T_w \) to a scattering matrix (e.g., see (11), p. 300, or (2)) by,

\[
T_w = \begin{bmatrix}
  \tau_{11} & \tau_{12} \\
  \tau_{21} & \tau_{22}
\end{bmatrix} \Rightarrow S_w = \begin{bmatrix}
  \frac{\tau_{12}}{\tau_{22}} & \frac{\tau_{11}\tau_{22} - \tau_{12}\tau_{21}}{\tau_{22}} \\
  \frac{1}{\tau_{22}} & -\frac{\tau_{21}}{\tau_{22}}
\end{bmatrix}.
\]  

(28)

We find for the W-line that,

\[
T_w = \begin{bmatrix}
  \exp(\Gamma \cdot L) & 0 \\
  0 & \exp(-\Gamma \cdot L)
\end{bmatrix} \Rightarrow S_w = \begin{bmatrix}
  0 & \exp(-\Gamma \cdot L) \\
  \exp(-\Gamma \cdot L) & 0
\end{bmatrix}.
\]  

(29)

Note, \( \Gamma \cdot L = T \cdot s \) for a uniform lossless line, where \( T = L / c \) is the time for a wave to propagate across the line and \( c \) is the wave velocity in the medium. Now, the scattering matrix becomes,

\[
S_w = \begin{bmatrix}
  0 & \exp(-T \cdot s) \\
  \exp(-T \cdot s) & 0
\end{bmatrix}.
\]  

(30)

This equation yields the following time domain scattering relations for a lossless W-line:

\[
\begin{bmatrix}
  v_1(t) \\
  v_2(t)
\end{bmatrix}
= \begin{bmatrix}
  u_2(t - T) \\
  u_1(t - T)
\end{bmatrix}.
\]  

(31)

In those cases where waves travel at different speeds in each direction, the W-line is described by an asymmetric scattering matrix (2).